Innovative GPU accelerated algorithm for fast minimum convex hulls computation
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Abstract—Innovative algorithm for forming graph minimum convex hulls using the GPU is proposed. High speed and linear complexity of this method are achieved by distribution of the graph’s vertices into separate units and their filtering. The key factor for improving the performance of innovative algorithm is the massively-parallel implementation of local hulls formation using video accelerators. A computational process is controlled by means of auxiliary matrices. A number of experimental studies of the algorithm have been carried out, and its suitability for application in the hull processing for large-scale problems has been demonstrated. The speed of the new method is 10 – 20 times higher compared to using functions of the professional mathematical package Wolfram Mathematica.
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I. INTRODUCTION

Finding the minimum convex hull (MCH) of the graph’s vertices is a fundamental problem in many areas of modern research [7]. The solution of this task involves the formation of the minimum convex set containing all the nodes present in the graph (Fig. 1a). It is known that MCH is a common tool in computer-aided design and computer graphics packages [21]. For example, Bezier’s curves used in Adobe Photoshop, GIMP and CorelDraw for modeling smooth lines fully lie in the convex hull of their control nodes (Fig. 1b). This feature greatly simplifies finding the points of intersection between curves and allows their transformation (moving, scaling, rotating, etc.) by appropriate control nodes [23]. The formation of some fonts and animation effects in the Adobe Flash package also uses splines composed of quadratic Bezier’s curves [8].

It should be noted that convex hulls are used in Geographical Information Systems and routing algorithms in determining the optimal ways for avoiding obstacles. The paper [1] offers the methods for solving complex optimization problems using them.

Last decades are associated with rapid data volume growth in research processed by the information systems [19]. According to IBM, about 15 petabytes of new information are created daily in the world [14]. Therefore, in modern science, there is a separate area called Big Data related to the study of large data sets [13]. However, most of the known algorithms for MCH construction have time complexity $O(n \log n)$, making them useless when forming solutions to large-scale graphs. Therefore, there is a need to develop efficient algorithms with the complexity close to linear $O(n)$. 

Fig. 1. Examples of the minimum convex hulls
TABLE I
Comparison of the common algorithms for MCH construction

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
<th>Parallel versions</th>
<th>Multidimensional cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jarvis’s march</td>
<td>$O(nh)$, where $h$ is a number of points on MCH</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Graham’s Scan</td>
<td>$O(n\log n)$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>QuickHull</td>
<td>$O(n\log n)$, in the worst case – $O(n^2)$</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Divide and Conquer</td>
<td>$O(n\log n)$</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

It is known that Wolfram Mathematica is one of the most powerful mathematical tools for high performance computing. Features of this package encapsulate a number of algorithms and, depending on the input parameters of the problem, select the most productive ones [20]. Therefore, Wolfram Mathematica 9.0 is used to track the performance of the algorithm proposed in this article.

In recent years, CPU+GPU hybrid systems (GPGPU technology) allowing for a significant acceleration of computations have become widespread. Unlike CPU, consisting of several cores, the graphics processor is a multicore structure and the number of its components is measured in hundreds [16]. In this case, the sequential steps of algorithm are executed on the CPU, while its parallel parts are implemented on the GPU [20]. For example, the latest generation of NVIDIA Fermi GPUs contains 512 computing cores, allowing for the introduction of new algorithms with large-scale parallelism [9]. Thus, the usage of NVIDIA GPU ensures the conversion of standard workstations to powerful supercomputers with cluster performance [17].

However, unlike the Divide and Conquer method, this division is not random, but it is based on the spatial distribution of vertices. All nodes of the graph should be distributed by the formed subsets, i.e. $\bigcup_{i=1}^{n} U_i = V$. This allows the presence of empty units, which do not contain vertices. Additionally, the condition of orthogonality division is met, i.e. one vertex cannot be a part of the different blocks: $U_i \cap U_j = \varnothing, \forall i \neq j$. Fig. 2a shows an example of division taking into account the above requirements.

The next stage of the proposed algorithm involves the formation of an auxiliary matrix based on the distribution of nodes by units. The purpose of this procedure is the primary filtration of the graph’s vertices, which provides a significant decrease in the original problem dimensionality. In addition, the following matrices define the sets of blocks for the calculation in the subsequent stages of the algorithm and the sequence of their connection to the overall result. An auxiliary matrix formation involves the following operations:

1) Each block of the original graph must be mapped to one cell of the supporting matrix. According, the dimension of this matrix is $n \times m$, where $n$ and $m$ are the numbers of blocks allocated by the relevant directions.

2) The following operations provide the necessary coding of matrix’s cells. Thus, the value of cell $c_{i,j}$ is zero if the corresponding block $U_{i,j}$ of original graph contains no vertices. Coding of blocks that contain extreme nodes (the highest, rightmost, lowest and leftmost points) of
a given set is important for the algorithm. Appropriate cells are filled with numbers from 2 to 5. Other units that are filled, and contain no extreme peaks, shall be coded with ones in auxiliary matrix.

3) Further, primary filtration of allocated blocks is carried out using the filled matrix. Empty subsets thus shall be excluded from consideration. Blocks containing extreme vertices shall determine the graph division into parts for which the filtration procedure is applied. We shall consider the example of the block selection for the section limited with cells 2 – 3. If \( c_{i,j} = 2 \), then the next non-zero cell is searched by successive increasing of \( j \). In their absence, the next matrix’s row \( i + 1 \) is reviewed. Selection of blocks is completed, if the value of another chosen cell is \( c_{i,j} = 3 \). The study of the other graph’s parts is based on a similar principle.

Partial solutions are formed for selected blocks. Such operations require the formation of fragments rather than full-scale hulls that provides secondary filtration of the graph’s vertices. The last step of the algorithm involves the connection of partial solutions to the overall result. Thus the sequential merging of local fragments is done on a principle similar to Jarvis’s march. It should be noted that at this stage filtration mechanism leads to a significant reduction in the dimensionality of the original problem. Therefore, when processing the hulls for large graphs, combination operations constitute about 0.1% of the algorithm total operation time.

![Fig. 2. Example of the algorithm execution](image)
We shall consider the example of this algorithm execution. Let the set of the original graph’s vertices have undergone division into 30 blocks (Fig. 2a). Auxiliary matrix calculated for this case is given in Fig. 2b. After application of primary filtration, only 57% of the graph’s nodes were selected for investigation at the following stages of the algorithm (Fig. 2c). The next operations require the establishment of local hulls (Fig. 2d) and their aggregations are given in Fig. 2e. After performing of pairwise connections, this operation is applied repeatedly until a global convex hull is obtained (Fig. 2f).

IV. THE DEVELOPMENT OF HYBRID CPU-GPU ALGORITHM

We know that the video cards have much greater processing power compared to the central processing elements. GPU computing cores work simultaneously, enabling to use them to solve problems with the large volume of data. CUDA (Compute Unified Device Architecture), the technology created by NVIDIA, is designed to increase the productivity of conventional computers through the usage of video processors computing power [22].

CUDA architecture is based on SIMD (Single Instruction Multiple Data) concept, which provides the possibility to process the given set of data via one function. Programming model provides for consolidation of threads into blocks, and blocks – into a grid, which is performed simultaneously. Accordingly, the key to effective usage of GPU hardware capabilities is algorithm parallelization into hundreds of blocks performing independent calculations on the video card [24].

It is known that GPU consists of several clusters. Each of them has a texture unit and two streaming multiprocessors, each containing 8 computing devices and 2 superfunctional units [10]. In addition, multiprocessors have their own distributed memory resources (16 KB) that can be used as a programmable cache to reduce delays in data accessing by computing units [22]. From these features of CUDA architecture, it may be concluded that it is necessary to implement massively-parallel parts of the algorithm on the video cards, while sequential instructions must be executed on the CPU. Accordingly, the stage of partial solutions formation is suitable for implementation on the GPU since the operations for each of the numerous blocks are carried out independently.

It is known that function designed for executing on the GPU is called a kernel. The kernel of the innovative algorithm contains a set of instructions to create a local hull of any selected subset. In this case, distinguishing between the individual subtasks is realized only by means of the current thread’s number. Thus, the developed hybrid algorithm has the following execution stages:

1) Auxiliary matrix is calculated on the CPU. The program sends cells’ indexes that have passed the primary filtration procedure and corresponding sets of vertices to the video card.

2) Based on the received information, particular solutions are formed on the GPU, recorded to its global memory and sent to the CPU.

3) Further, the procedure of their merging is carried out and the overall result is obtained.

It should be noted that an important drawback of hybrid algorithms is the need to copy data from the CPU to the GPU and vice versa, which leads to significant time delays [16], [18]. Communication costs are considerably reduced by means of filtration procedure.

When developing high-performance algorithms for the GPU it is important to organize the correct usage of the memory resources. It is known that data storage in the global video memory is associated with significant delays in several hundred GPU cycles. Therefore, in the developed algorithm, the global memory is used only as a means of communication between the processor and video card. The results of intermediate calculations for each of the threads are recorded in the shared memory, access speed of which is significantly higher and is equal to 2 – 4 cycles.

V. EXPERIMENTAL STUDIES OF THE PROPOSED ALGORITHM

In the current survey, experimental tests were run on a computer system with an Intel Core i7-3610QM processor (2.3 GHz), 8 GB RAM and DDR3-1600 NVIDIA GeForce GT 630M video card (2GB VRAM). This graphics accelerator contains 96 CUDA kernels, and its clock frequency is 800 MHz.

It is known that the number of allocated blocks increases linearly with enhancing of processed graphs dimensionality. The complexity of calculating the relevant auxiliary matrices grows by the same principle. The stages of multi-step filtration and local hulls construction provide a significant simplification of final connection procedure. Thus, the complexity of the developed algorithm is linear $O(n)$ for uniformly distributed data.

MCH instances composed of all graph’s vertices are the worst for investigation. In this case, the filtration operations do not provide the required acceleration and the algorithm complexity is equal to $O(n \log n)$. However, these examples have purely theoretical significance and almost never occur in practice.

Fig. 3 shows the dependence of the innovative algorithm execution time on the graph dimensionality and the number of vertices in the selected blocks. These results confirm the linear complexity of the proposed method. In addition, it is important to set the optimal dimensionality of the subsets allocated in the original graph. A selection of smaller blocks (up to 1000 nodes) leads to a dramatic increase in the algorithm operation time.

This phenomenon is caused by the significant enhancing of the auxiliary matrices dimensionality, making it difficult to control the computing process (Fig. 4). Per contra, the allocation of large blocks (over 5000 vertices) is associated with the elimination of the massive parallel properties, mismanagement of the video card resources, and as a consequence, increasing of the algorithm execution time. Thus, the highest velocity of the proposed method is observed for intermediate values of
the blocks dimensionality (1000 – 5000 vertices). In this case, auxiliary matrices are relatively small, and the second stage of the algorithm preserves the properties of massive parallelism.

One of the most important means to ensure the algorithm’s high performance is the multi-step filtration of the graph’s vertices. Fig. 5a shows the dependence of the primary selection quality on the dimensionality of the original problem and allocated subsets. These results show that such filtration is the most efficient with the proviso that the graph’s vertices are distributed into small blocks. Furthermore, the number of selected units increases with the raising of the problem’s size, providing rapid solutions to graphs of extra large dimensionality. By virtue of a riddance from the discarded blocks, the following operations of the developed algorithm are applied only to 1 – 3% of the initial graph’s vertices.

However, the results of the secondary filtration (Fig. 5b) are the opposite. In this case, the highest quality of the selection is obtained on the assumption that the original...
vertices are grouped into large subsets. Withal, the secondary filtration is much slower than the primary procedure, so the most effective selection occurs at intermediate values of the blocks dimensionality. As a result of these efforts, only 0.05 – 0.07% of the initial graph’s vertices are involved in the final operations of the proposed algorithm.

In order to determine the efficiency of the developed algorithm, its execution time has been compared with the built-in tools of the mathematical package Wolfram Mathematica 9.0. All choice paired comparison tests were conducted for randomly generated graphs. The MCH formation in Mathematica package is realized by the instrumentality of ConvexHull[] function, while the Timing[] expression is used to measure the obtained performance. The results of the performed comparison are given in Fig. 6. They imply that the new algorithm computes the hulls up to 10 – 20 times faster than Mathematica’s standard features.

VI. CONCLUSIONS

The paper suggests an innovative algorithm for finding the minimum convex hulls, which is based on the GPGPU technology and uses graphic accelerators. Unlike its predecessors, this algorithm is adapted to fast solving of the large-scale problems and, therefore, is suitable for using with respect to Big Data.
Innovative algorithm in the professional mathematical package Mathematica.

2) Massive parallelism. Formation of partial hulls is carried out independently, which contributes to the implementation of these calculations by using graphics processors.

3) The ability of hulls’ dynamic adjustment. When adding new vertices to the initial set, calculations are executed only for units that have undergone modification. These operations require only local updating of the convex hulls, because the results for intact parts of the original graph are invariable.

4) The ability of generalization for the multidimensional problem instances. In these cases, the selected subsets are the $n$-dimensional cubes to which operations of the developed method are applied.

These advantages may be the basis for the inclusion of the innovative algorithm in the professional mathematical packages to promote the high-performance computations among their users. A further direction of research is related to the development of hybrid CPU+GPU versions of this algorithm for complex systems with many processors and video cards.
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