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Abstract—Evolution strategies are powerful evolutionary algorithms for continuous optimization. The main search operator is mutation. Its extend is controlled by the covariance matrix and must be adapted during a run. Modern Evolution Strategies accomplish this with covariance matrix adaptation techniques. However, the quality of the common estimate of the covariance is known to be questionable for high search space dimensions. This paper introduces a new approach by changing the coordinate system and introducing sparse covariance matrix techniques. The results are evaluated in experiments.

I. INTRODUCTION

Evolutionary computation has a long research tradition. The field comprises today the main classes genetic algorithms, genetic programming, evolution strategies, evolutionary programming, and differential evolution. Evolution strategies (ESs), on which the research presented in this paper focuses, are primarily used for optimizing continuous functions. The function is not required to be analytical.

Evolution strategies rely on mutation, i.e., on the random perturbation of candidate solutions to navigate the search space. The process must be controlled in order to achieve good performance. For this, modern ESs apply covariance matrix adaptation in several variants [1]. Nearly all approaches take the sample covariance matrix into account. This estimator is known to be problematic in the case of small sample sizes compared to the search space dimensionality. Since the population size in evolution strategies is typically considerably smaller, this paper argues that the adaptation process may profit from the introduction of different estimators.

So far, evolutionary algorithms or related approaches have only seldom considered statistical estimation methods targeted at high-dimensional spaces. The reason may be twofold: The improved quality of the estimators induces increased computational costs which may lower the convergence velocity of the algorithm. In addition, the estimators are developed and analyzed for samples of independently, identically distributed random variables. Since evolutionary algorithms deploy selection based on rank or fitness, the assumption of the same distribution is not valid. This may be the reason as to why the literature research has resulted in only one previous approach [2]. There, the authors considered Gaussian based estimation of distribution algorithms. The problem they were faced with concerned a non-positive definiteness of the estimated covariance matrix. Therefore, Dong and Yao augmented the algorithm with a shrinkage procedure to guarantee positive definiteness. Shrinkage is one of the common methods to improve the quality of the sample covariance, see e.g. [3]. While the approach in [2] resembles the Ledoit-Wolf estimator [3], it adapted the shrinkage intensity during the run.

This paper extends the work presented in [4], [5], where Ledoit-Wolf shrinkage estimators were analyzed, combined with a maximum entropy approach, and integrated into evolution strategies. While the results were promising, the question remained how to adapt the parameter of the estimator. Therefore, in this paper, another computational simple estimation method is investigated: thresholding.

The paper is structured as follows. First, modern evolution strategies with covariance adaptation are introduced. Afterwards, a short motivation as to why we think that the covariance computation in ESs may profit from estimation theory for high-dimensional spaces is provided. The next section describes the new approach developed and is followed by the experimental section which compares the new approach against the original ES. Conclusions and a discussion of potential future research constitute the last part of the paper.

A. Modern Evolution Strategies

This section provides a short introduction into evolutionary algorithms focusing on evolution strategies and covariance matrix adaptation. Evolutionary algorithms (EAs) [6] in general are population-based stochastic search and optimization algorithms used when only direct function measurements are possible.

Their iterative search process requires the definition of termination criteria and stops if these are fulfilled. In each generation, a series of operations is performed: selection for reproduction, followed by offspring creation, i.e. recombination and mutation processes, and finally survivor selection. The initial population of candidate solutions is either drawn randomly from the permissible search space or is initialized based on information already obtained. First of all, the offspring population has to be created. For this, a subset of the parents is determined during parent selection. The creation
of the offspring is based on recombination and mutation. Recombination combines traits from two or more parents resulting in one or more intermediate offspring. In contrast, mutation is an unary operator changing the components of an individual randomly. After the offspring have been created, survivor selection is performed to determine the next parent population. The different variants of evolutionary algorithms adhere to the same principles in general, but they may differ in the representation of the solutions and how the selection, recombination, and mutation processes are realized.

a) Evolution Strategies: Evolution strategies (ESs) [7], [8] are used for continuous optimization \( f : \mathbb{R}^N \rightarrow \mathbb{R} \). Several variants have been introduced see e.g. [9], [1]. In many cases, a population of \( \mu \) parents is used to create a set of \( \lambda \) offspring, with \( \mu \leq \lambda \). For recombination, \( \rho \) parents are chosen uniformly at random without replacement and are then recombined. Recombination usually consists of determining the (weighted) mean or centroid of the parents [9]. The result is then mutated by adding a normally distributed random variable with zero mean and covariance matrix \( \sigma \mathbf{C} \). While there are ESs that operate without recombination, the mutation process is seen as the essential process. It is often interpreted as the main search operator. After the offspring have been created, the individuals are evaluated using the function to be optimized or a derived operator. After the offspring have been created, the individuals typically discarded with the selection considering only the best are chosen. The population is computed. To create the offspring, random parents are chosen uniformly \( \lambda \). For recombination, \( \rho \) parents are chosen uniformly at random without replacement and are then recombined. Recombination usually consists of determining the (weighted) mean or centroid of the parents [9]. The result is then mutated by adding a normally distributed random variable with zero mean and covariance matrix \( \sigma \mathbf{C} \).

Therefore, past covariance matrices are taken into account via self-adaptation [11]. As long as \( \mu \) does not estimate the mean anew but uses the weighted mean \( \mathbf{m}^{(g)} \). Following [10],

\[
\mathbf{m}^{(g+1)} := \frac{1}{\sigma^{(g)}} \left( \mathbf{x}^{(g+1)} - \mathbf{m}^{(g)} \right) \tag{1}
\]

are determined with \( \mathbf{x}^{(g)}_{m,\lambda} \) denoting the \( m \)th best of the \( \lambda \) particle according to the fitness ranking. The rank-\( \mu \) update then obtains the covariance matrix as

\[
\mathbf{C}^{(g+1)}_{\mu} := \sum_{m=1}^{\mu} w_m \mathbf{m}^{(g+1)} \mathbf{m}^{(g+1)\top} \tag{2}
\]

which is usually a positive semi-definite matrix since \( \mu \ll N \). The weights \( w_m \) should fulfill \( w_1 \geq w_2 \geq \ldots \geq w_\mu \) with \( \sum_{m=1}^{\mu} w_i = 1 \). To derive reliable estimates larger population sizes are required which would lower the algorithm’s speed. Therefore, past covariance matrices are taken into account via the convex combination of (2) with the sample covariance being shrunk towards the old covariance

\[
\mathbf{C}^{(g+1)} = \left( 1 - \frac{1}{c_T} \right) \mathbf{C}^{(g)} + \frac{1}{c_T} \mathbf{C}^{(g+1)} \tag{3}
\]

with the weights usually set to \( w_m = 1/\mu \) and

\[
c_T = 1 + \frac{N(N+1)}{2\mu}, \tag{4}
\]

see [11]. As long as \( \mathbf{C}^{(g)} \) is positive semi-definite, (3) will result in a positive definite matrix.

c) Step-Size Adaptation: The CMSA implements the step-size using self-adaptation first introduced in [7] and developed further in [8]. Here, evolution is used for fitting the strategy parameters of the mutation process. In other words, the scaling parameter or in its full form, the complete covariance matrix, undergoes recombination, mutation, and indirect selection processes. The working principle is based on an indirect stochastic linkage between good individuals and appropriate parameters: Well adapted parameters should result more often in better offspring than too large or too small values or misleading directions. Although self-adaptation has been developed to adapt the whole covariance matrix, it is applied today mainly to adapt the step-size or a diagonal covariance matrix. In the case of the mutation strength, usually a log-normal distribution

\[
\sigma^{(g)}_i = \sigma_{\text{base}} \exp(\tau N(0,1)) \tag{5}
\]
is used for mutation. The parameter $\tau$ is called the learning rate and is usually chosen to scale with $1/\sqrt{2N}$. The baseline $\sigma_{\text{base}}$ is either the mutation strength of the parent or if recombination is used the recombination result. For the step-size, it is possible to apply the same type of recombination as for the positions although different forms – for instance a multiplicative combination – could be used instead. The self-adaptation of the step-size is referred to as $\sigma$-self-adaptation (σSA) in the remainder of this paper.

The newly created mutation strength is then directly used in the mutation of the offspring. If the resulting offspring is sufficiently good, the scale factor is passed to the next generation.

Self-adaptation with recombination has been shown to be “robust” against noise [12] and is used in the CMSA-ES as the update rule for the scaling factor.

B. Concerning the Covariance Matrix Adaptation ...

In the case of $\lambda > 1$, the sample covariance (2) appears in nearly any adaptation process. Disregarding the distortion due to selection, the sample covariance as the maximum likelihood estimator of the true covariance matrix is known as a good and reliable estimate if $\mu \gg N$. Evolution strategies typically operate with $\mu < N$, however. For example, following [13] the sizes of the parent and offspring populations in the standard CMA-ES should be chosen as $\lambda = \lceil \log(3N) \rceil + 4$ and $\mu = \lceil \lambda/2 \rceil$.

Unfortunately, $\mu < N$ leads to problems with respect to the covariance estimation. This is a well-known problem in statistics [14], [15], giving raise to a broad range on literature on alternative estimators e.g. [15], [16], [17], [18], [19], [20], [21], [22], [23]. The quality of a maximum likelihood estimate may be insufficient – especially for high-dimensional spaces, see e.g. [16]. For example, Marčenko and Pastur showed that if $N/\mu \neq 0$ but $N/\mu \in (0,1)$, instead, the eigenvalues of the covariance matrix are distributed in the interval $((1 - \sqrt{N/\mu})^2, 1 + \sqrt{N/\mu})$ in the case of the standard normal distribution [17].

Equation (3) actually attempts to counteract the singularity of the population covariance matrix by using the well-known concept of shrinking. However, some distinctive differences are present. First of all, the target is a full covariance matrix whereas shrinkage typically considers simpler regulation forms as e.g. a diagonal matrix. Secondly, the parameter is usually determined via optimizing a performance measure.

Seeing that evolution strategies already apply some kind of shrinkage, some questions arise: Can we improve the estimator further by not only “shrinking” the population or sample covariance matrix but by applying further concepts stemming from the estimation of high-dimensional covariance matrices? And considering that (3) is one regulation technique among several, is it possible to find another well-performing substitute? Or did research in evolution strategies already happen upon the best technique possible?

II. A SPARSE COVARIANCE MATRIX ADAPTATION

This section introduces the new covariance adaptation technique which uses thresholding to transform the population covariance matrix. The decision for thresholding is based upon the comparatively computational efficiency of the approach.

A. Space Transformation

The ideal covariance matrix for the search depends on the function landscape which is unknown in practical applications. Considering the smooth test functions of typical black-box optimization suites, shows that the Hessians of several functions, as e.g. the separable functions, can be classified as sparse or approximately sparse matrices following the definitions introduced later.

Therefore, sparse structures of the covariance matrix suffice which is exemplified by the separable CMA-ES [24] which restricts the covariance to a diagonal matrix in case of separability to allow fast progress to the optimal solution. For the general case, a spare structure may not be suitable, however.

For this reason, the paper does not require sparseness of the original covariance matrix, although it would be interesting to see how such a variant would perform on the test suites. Instead, it considers a transformation. As argued in [25], an change of the coordinate system may improve the performance of an evolution strategy. Therefore, an adaptive encoding was introduced. In each iteration, the covariance matrix is adapted following the rules of the CMA-ES. Its spectral decomposition is used to change the basis. The creation of new search points is carried out in the eigenspace of the current covariance matrix and the main search parameters of the CMA-ES are updated there. After selection, the covariance matrix is adapted and utilized for a renewed decoding and encoding.

This paper also addresses a change of the coordination system. However, we address the covariance matrix adaptation and estimation itself which in [25] occurs in the original space. Here, we argue that a switch to the eigenspace of the old covariance matrix $C^{(t)}$ may be beneficial for the estimation of the covariance matrix itself.

Let the covariance matrix $C^{(t)}$ be a symmetric, positive definite $N \times N$ matrix. The condition holds for the original adaptation since (3) combines a positive definite with a positive semi-definite matrix. As we will see below, in the case of thresholding the condition may not always be fulfilled. Assuming a positive definite matrix allows carrying out a spectral decomposition: Let $v_1, \ldots, v_N$ denote the $N$ eigenvectors with the eigenvalues $\lambda_1, \ldots, \lambda_N$, $\lambda_i \geq 0$. Note, the eigenvectors form an orthonormal basis of $\mathbb{R}^N$, i.e., $v_i^T v_i = 1$ and $v_i^T v_j = 0$, if $i \neq j$. We define $V := (v_1, \ldots, v_N)$ as the modal matrix. It then holds that $V^{-1} = V^T$. Switching to the eigenspace of $C^{(t)}$ results in the representation of the covariance matrix

$$\Lambda^{(t)} = V C^{(t)} V^T$$

as a diagonal matrix with the eigenvalues as the diagonal entries. Diagonal matrices are sparse matrices, thus for the estimation of the covariance matrix the more efficient procedures
Definition 1. Let \( s_0(N) > 0 \) and \( \epsilon > 0 \) denote positive definiteness. Then a class of sparse covariance matrices is defined as

\[
\mathcal{U}_q^c := \mathcal{U}_q^c(s_0(N)) = \left\{ \Sigma : \Sigma > 0, \max_{i,j} \sum_{j=1}^{p} |\Sigma_{ij}|^q \leq s_0(N) \right\}
\]

for some \( 0 \leq q < 1 \).

Definition 1 requires the entries of the covariance matrix to lie within a weighted \( l_q \) ball. The weight is given by the variances. Cai and Liu [22] introduce a thresholding estimator that requires the assumption above. Its convergence rate towards the true covariance depends on \( s_0(N) \log(N)/\mu \).

Assumption 1. Let \( \Sigma^{(g+1)} \) denote the true covariance matrix of the selected offspring. Consider the old covariance matrix \( C^{(g)} \) with its modal matrix \( V \). Then \( \hat{\Lambda} = V \Sigma^{(g+1)} V^T \) is approximately sparse, i.e., \( \hat{\Lambda} \in \mathcal{U}_q^c \) for some \( 0 \leq q < 1 \).

Assuming the validity of the assumption, we change the coordinate system in order to perform the covariance matrix estimate. Reconsider the normalized (apart from the covariance matrix) mutation vectors \( z_{1,\lambda}, \ldots, z_{\mu,\lambda} \) that were associated with the \( \mu \) best offspring. Their representation in the eigenspace reads

\[
\hat{z}_{m,\lambda} = V^T z_{m,\lambda} \text{ for } m = 1, \ldots, \mu.
\]

The transformed population covariance is then estimated as

\[
\hat{C}_{i\mu} = \sum_{m=1}^{\mu} w_m \hat{z}_{m,\lambda} \hat{z}_{m,\lambda}^T.
\]

The estimate (10) will be used to compute the final estimator. In the next section, we discuss potential estimators for sparse covariance matrices.

B. Sparse Covariance Matrix Estimation

In recent years, covariance matrix estimation in high-dimensional spaces has received a lot of attention. In the case of sparse covariance matrices, banding, tapering, and thresholding can be applied, see e.g. [26] All three make use of the fact that many entries of the matrix that shall be estimated are actually zero or at least very small. Banding and tapering differ from thresholding in that they assume a specific matrix structure in other words they assume an ordering of the variables which is for instance often the case in time-series analysis. Banding and tapering approaches typically lead to consistent estimators if \( \log(N)/\mu \rightarrow 0 \).

Thresholding does not assume a natural order of the variables. Instead, it discards entries which are smaller than a given threshold \( \epsilon > 0 \). For a matrix \( A \), the thresholding operator \( T_{\epsilon}(A) \) is defined as

\[
T_{\epsilon}(A) := (\alpha_{ij} \delta(|\alpha_{ij}| \geq \epsilon))_{N \times N}.
\]

The choice of the threshold is critical for the quality of the resulting estimate.

Equation (11) represents a example of universal thresholding with a hard thresholding function. Equation (11) can be extended in several ways. On the one hand, the threshold may depend on the entry itself, and on the other hand, instead of the hard threshold applied, a generalized shrinkage function \( s_\lambda(\cdot) \) can be used. Following [22], the function \( s_\lambda(\cdot) \) should have the following properties

i) \( \exists c > 0: s_\lambda(x) \leq c|y| \forall x, y \) which satisfy \( |x - y| \leq \lambda \),

ii) \( s_\lambda(x) = 0 \forall x \leq \lambda \),

iii) \( s_\lambda(x) - x \leq \lambda \forall x \in \mathbb{R} \).

Several functions have been introduced that fulfill i)-iii), as e.g. the soft-thresholding

\[
s_\lambda(x) = \text{sign}(x)(|x| - \lambda)^+, \quad (12)
\]

or the Lasso

\[
s_\lambda(x) = |x|(1 - \lambda|x|^p)^+, \quad (13)
\]

with \( (x)_+ := \max(0, x) \). In this paper, the threshold \( \lambda_{ij} \) is defined component-wise and not universal. Since its correct choice is difficult to decide a priori, adaptive thresholding is applied as in [22], setting

\[
\lambda_{ij} := \lambda_{ij}(\delta) = \delta \sqrt{\frac{\hat{\theta}_{ij} \log N}{\mu}} \quad (14)
\]

with \( \delta > 0 \) can be either chosen as a constant or adapted data driven. The variable \( \hat{\theta}_{ij} \) that appears in (14) is obtained as

\[
\hat{\theta}_{ij} = \frac{1}{\mu} \sum_{m=1}^{\mu} ((\hat{z}_m - \bar{Z}^T)(\hat{z}_m - \bar{Z}^T) - \hat{e}_{ij}^2)^2.
\]
Require: \( \lambda, \mu, C^{(0)}, m^{(0)}, \sigma^{(0)}, \tau, c_r \)
1: \( g = 0 \)
2: \( \textbf{while} \) termination criteria not met \( \textbf{do} \)
3: \( \text{for } l = 1 \text{ to } \lambda \text{ \( \textbf{do} \)} \)
4: \( \sigma_l = \sigma^{(g)} \exp(\tau N(0,1)) \)
5: \( \bar{x}_l = m^{(g)} + \sigma_l N(0, C^{(g)}) \)
6: \( f_l = f(\bar{x}_l) \)
7: \( \textbf{end for} \)
8: \( \textbf{end while} \)

1) CMSA-Thres-ES (abbreviated to Thres): An evolution strategy with CMSA which applies thresholding in the eigenspace of the covariance, using the operator
\[
T_{S_{\lambda_j}}(A)_{ij} = s_{\lambda_j}(a_{ij})
\]

2) CMSA-Diag-ES (abbreviated to Diag): An ES with covariance matrix adaptation which uses thresholding in the eigenspace of the covariance and excepts the diagonal elements with
\[
T_{S_{\lambda_j}}(A)_{ij} = \begin{cases} a_{ij} & \text{if } i = j \\ s_{\lambda_j}(a_{ij}) & \text{if } i \neq j \end{cases}
\]

In statistics, thresholding is often applied only to the off-diagonal entries. Keeping the diagonal unchanged may however result in a too strong reliance on the structure of the old covariance matrix in our case. This may make a change of the search directions difficult. Therefore, both variants are taken into account.

III. EXPERIMENTS

The experiments are performed for the search space dimensions \( N = 10 \) and 20. Since we aim for a general approach, the performance of the new techniques should also be analyzed for lower dimensional spaces. The maximal number of fitness evaluations is set to \( F_{E_{\text{max}}} = 2 \times 10^7 N \). The start position of the algorithms is randomly chosen from \([-4, 4]^N\). The population size were chosen as \( \lambda = \lceil \log(3N) + 8 \rceil \) and \( \mu = \lceil \lambda/2 \rceil \). The weights \( w_m \) were set to \( w_m = 1/\mu \).

A run terminates before reaching the maximal number of evaluations, if the difference between the best value obtained so far and the optimal fitness value \( |f_{\text{best}} - f_{\text{opt}}| \) is below a predefined target precision set to \( 10^{-8} \). For each fitness function and dimension, 15 runs are used in accordance to the practice of the black box optimization workshops, see below. If the search stagnates, indicated by changes of the best values being below \( 10^{-8} \) for \( 10 + \lceil 30\sqrt{N}/\lambda \rceil \) generations, the ES is restarted. The Lasso thresholding function (13) with \( \eta = 4 \) was chosen as the thresholding function and by performing a preliminary series of experiments the scaling factor \( \delta \) in (15) was set to \( \delta = 2 \max(C_{\mu}) \). Both choices can be probably improved. Since the paper strives for a first proof of concept, a detailed investigation of good parameter settings will be performed in future research.

A. Test Suite

For the experiments, the algorithms were implemented in MATLAB. The paper uses black box optimization benchmarking (BBOB) software framework and the test suite introduced for the black box optimization workshops, see [29]. The goal of the workshop is to benchmark and to compare metaheuristics and other direct search methods for continuous optimization. The framework\(^1\) allows the plug-in of algorithms adhering to a common interface and provides a comfortable way of generating the results in form of tables and figures.

\(^1\)Latest version under http://coco.gforge.inria.fr
The test suite contains noisy and noise-less functions with the position of the optimum changing randomly from run to run. This paper focuses on the noise-less test suite which contains 24 functions [30]. They can be divided into four classes: separable functions (function ids 1-5), functions with low/moderate conditioning (ids 6-9), functions with high conditioning (ids 10-14), and two groups of multimodal functions (ids 15-24). Among the unimodal functions with only one optimal point, there are separable functions given by the general formula

\[ f(x) = \sum_{i=1}^{N} f_i(x_i) \]  

which can be solved by optimizing each component separately. The simplest member of this class is the (quadratic) sphere with \( f(x) = ||x||^2 \). Other functions include ill-conditioned functions, like for instance the ellipsoidal function, and multimodal functions (Rastrigin) which represent particular challenges for the optimization (Table I). The variable \( z \) denotes a transformation of \( x \) in order to keep the algorithm from exploiting certain particularities of the function, see [30].

### B. Performance Measure

The following performance measure is used in accordance to [29]. The expected running time (ERT) gives the expected value of the function evaluations (\( f \)-evaluations) the algorithm needs to reach the target value with the required precision for the first time, see [29]. In this paper, we use

\[
ERT = \frac{\#(FEs(f_{best} \geq f_{target}))}{\#succ}
\]

as an estimate by summing up the fitness evaluations \( FEs(f_{best} \geq f_{target}) \) of each run until the fitness of the best individual is smaller than the target value, divided by all successful runs.

### C. Results and Discussion

The findings are interesting – indicating advantages for thresholding in many but not in all cases. The result of the comparison depends on the function class. In the case of the separable functions with ids 1-5, the strategies behave on the whole very similar in the case of both dimensionalities 10D and 20D. This can be seen in the empirical cumulative distribution functions plots in Fig. 2 and Fig. 3 for example.

Concerning the particular functions, differences are revealed as Tab. II and Tab. III show for the expected running time (ERT) which is provided for several precision targets. The expected running time is provided relative to the best results achieved during the black-box optimization workshop in 2009. The first line of the outcomes for each function reports the ERT of the best algorithm of 2009. However, not only the ERT values but also the number of successes is important. The ERT can only be measured if the algorithm achieved the respective target in the run. If the number of trials where is the full optimization objective has been reached is low then the remaining targets should be discussed with care. If only a few runs contribute to the result, the findings may be strongly influenced by initialization effects. To summarize, only a few cases end with differences that are statistically significant. To achieve this, the algorithm has to perform significantly better than both competing methods – the other thresholding variant and the original CMSA-ES.

In the case of the sphere (function with id 1), slight advantages for the thresholding variants are revealed. A similar observation can be made for the second function, the separable ellipsoid. Here, both thresholded ESs are faster, with the one that only shrinks the off-diagonal elements significantly (Tab. III). This is probably due to the enforced more regular structure.

No strategy is able to reach the required target precision in the case of the separable Rastrigin (id 3) and the separable Rastrigin-Bueche (id 4). Since all strategies only achieve the lowest target precision of \( 10^1 \), a comparison is not performed. The linear slope is solved fast by all, with the original CMSA-ES the best strategy.

In the case of the function class containing test functions with low to moderate conditioning, different findings can be made for the two search space dimensionalities. This is also shown by the empirical cumulative distribution functions plots in Fig. 2 and Fig. 3, especially for \( N = 10 \). Also in the case of \( N = 10 \), Table II shows that the strategies with thresholding achieve a better performance in a majority of cases. In addition, thresholding that is not applied to the diagonal appears to lead to a well-performing strategy with the exception of \( f9 \), the rotated Rosenbrock function, where it lead to the largest expected running times.

The results for \( f6 \), the so-called attractive sector, in 10D are astonishing. While the original CMSA-ES could only reach the required target precision in six of the 15 runs, the thresholding variants were able to succeed 14 times (CMSA-Thres-ES) and 13 times (CMSA-Diag-ES). The latter achieved lower expected running times, though. This does not transfer to 20D. Here, only a minority of runs were successful for all strategies. Experiments with a larger number of fitness evaluations must be conducted in order to investigate the findings more closely.

The same holds for the step ellipsoid (id 7) which cannot be solved with the target precision required by any strategy. Concerning the lower precision targets, sometimes the CMSA-ES and sometimes the CMSA-Diag-ES appears superior. However, more research is required, since the number of runs entering the data for some of the target precisions is low and

### Table I

Some of the test functions used for the comparison of the algorithms.

<table>
<thead>
<tr>
<th>Function</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>( f(x) =</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>( f(x) = \sum_{i=1}^{N} 200(z_i^2 - z_{i+1})^2 + (z_i - 1)^2 )</td>
</tr>
<tr>
<td>Ellipsoidal</td>
<td>( f(x) = \sum_{i=1}^{N} 10^6 \frac{z_i^2}{z_i^2} )</td>
</tr>
<tr>
<td>Discus</td>
<td>( f(x) = 10^6 z_i^2 + \sum_{i=2}^{N} z_i^2 )</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>( f(x) = 10^6(N - \sum_{i=1}^{N} \cos(2\pi z_i)) +</td>
</tr>
</tbody>
</table>
Fig. 2. Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension (FEvals/DIM) for 50 targets in $10^{[-8..2]}$ for all functions and subgroups in 10-D. The “best 2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.
initial positions may be influential.

On the original Rosenbrock function (id 8), the CMSA-ES and the CMSA with thresholding show a similar behavior with the CMSA-ES performing better. In contrast, the thresholding variant that leaves the diagonal unchanged exhibits larger expected running times. The roles of the original CMSA-ES and the CMSA-Thres-ES reverse for the rotated Rosenbrock (id 9). Here, the best results can be observed for the thresholding variant. Again, the CMSA-Diag-ES performs worst.

In the case of ill-conditioned functions, the findings are mixed. In general, thresholding without including the diagonal does not appear to improve the performance. The strategy performs worst of all – an indicator that keeping the diagonal unchanged may be sometimes inappropriate due to the space transformation. However, since there are interactions with the choice of the thresholding parameters which may have resulted in comparatively too large diagonal elements, we need to address this issue further before coming to a conclusion. First of all for $N = 10$, all strategies are successful in all cases for the ellipsoid (id 10), the discus (id 11), the bent cigar (id 12), and the sum of different powers (id 14). Only the CMSA-ES reaches the optimization target in the case of the sharp ridge (id 13). This, however, only twice. The reasons for this require further analysis. Either the findings may be due to a violation of the sparseness assumption or considering that this is only a weak assumption the choice of the thresholding parameters and the function should be reconsidered.

All strategies exhibit problems in the case of the group of multi-modal functions, Rastrigin (id 15), Weierstrass (id 16), Schaffer F7 with condition number 10 (id 17), Schaffer F7 with condition 1000 (id 18), and Griewank-Rosenbrock F8F2 (id 19). Partly, this may be due to the maximal number of fitness evaluations permitted. Even the best performing methods of the 2009 BBOB workshop required more evaluations than we allowed in total. Thus, experiments with larger values for the maximal function evaluations should be conducted in future research. Concerning the preliminary targets with lower precision, the CMSA-ES achieves the best results in a majority

Fig. 3. Bootstrapped empirical cumulative distribution of the number of objective function evaluations divided by dimension (FEvals/DIM) for 50 targets in $10^{−8}$ for all functions and subgroups in 20-D. The “best 2009” line corresponds to the best EHT observed during BBOB 2009 for each single target.
of cases. However, the same argumentation as for the step
ellipsoid applies.

In the case of \( N = 20 \), the number of function evaluations
that were necessary in the case of the best algorithms of 2009
to reach even the lower precision target of \( 10^{-3} \) exceeds the
budget chosen here. Therefore, the function group is excluded
from the analysis for \( N = 20 \) and not shown in Figure 3 and
Table III.

The remaining group consists of multi-modal functions with
weak global structures. Here, especially the functions with
numbers 20 (Schwefel \( x \sin(x) \)), 23 (Kaatsuuras), and 24
(Lunacek bi-Rastrigin) represent challenges for the algorithms.
In the case of \( N = 10 \), they can only reach the first targets
of \( 10^1 \) and \( 10^0 \). Again, the maximal number of function
evaluations should be increased to allow a more detailed
analysis on these functions. For the case of the remaining
functions, function 21, Gallagher 101 peaks, and function 22,
Gallagher 21 peaks, the results indicate a better performance
for the CMSA-ES versions with thresholding compared with
the original algorithm. Again due to similar reasons as for
the first group of multi-modal functions, the results are only
shown for \( N = 10 \).

IV. CONCLUSIONS AND OUTLOOK

This paper addressed covariance matrix adaptation techniques
for evolution strategies. The original versions are based on the
sample covariance – an estimator known to be problematic.
Especially in high-dimensional search spaces, where the
population size does not exceed the search space dimensionality,
the agreement of the estimator and the true covariance may be low.
Therefore, thresholding, a comparably computationally simple
estimation technique, has been integrated into the covariance
adaptation process. Thresholding stems from estimation theory
for high-dimensional spaces and assumes an approximately
sparse structure of the covariance matrix. The matrix entries
are therefore thresholded, meaning a thresholding function is
applied. The paper considered adaptive entry-wise threshold-
ing. Since the covariance matrix cannot be assumed to be
sparse in general, a basis transformation was carried out and
the thresholding process was performed in the transformed
space. The performance of the resulting new covariance matrix
adapting evolution strategies was compared to the original
variant on the black-box optimization benchmarking test suite.
Two main variants were considered: A CMSA-ES which
sub-
jected the complete covariance to thresholding and a variant
which left the diagonal elements unchanged. While the latter
is more common in statistics, it is not easy to justify its
preference in optimization. The first findings were interesting
with the new variants performing better for several function
classes. While this is promising, more experiments and anal-
yses are required and will be performed in future research.
This concerns e.g. which variant to use since it depended on the
function which of the two performed best. Open questions
concern among others the choice of the thresholding function
and the scaling parameter for the threshold. In this paper, it
was selected by a small series of experiments. Making the
parameter completely data driven and thus depending on the
current sample is the goal of ongoing research.

If the assumption that the representation of true covariance
\( \Sigma_{(x+1)} \) of the offspring population in the eigenspace of the
previous covariance \( C^{(x)} \) is approximately sparse should be
violated in some cases, then it may be worthwhile to take
a closer look at the convex combination of the new and the
old covariance matrix. Further work will thus also consider
applying thresholding to the traditionally obtained covariance.
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<table>
<thead>
<tr>
<th>Theorem</th>
<th>p</th>
<th>succ</th>
<th>Theorem</th>
<th>p</th>
<th>succ</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ_{opt}</td>
<td>10^{-7}</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>85.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>0.05</td>
<td>10^{-7}</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>R</td>
<td>T</td>
<td>2</td>
<td>0.90</td>
<td>0.05</td>
</tr>
<tr>
<td>F</td>
<td>O</td>
<td>L</td>
<td>L</td>
<td>E</td>
<td>D</td>
</tr>
<tr>
<td>G</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>S</td>
<td>E</td>
</tr>
<tr>
<td>H</td>
<td>B</td>
<td>C</td>
<td>F</td>
<td>T</td>
<td>5</td>
</tr>
<tr>
<td>I</td>
<td>C</td>
<td>D</td>
<td>G</td>
<td>T</td>
<td>6</td>
</tr>
<tr>
<td>J</td>
<td>D</td>
<td>E</td>
<td>H</td>
<td>T</td>
<td>7</td>
</tr>
<tr>
<td>K</td>
<td>E</td>
<td>F</td>
<td>I</td>
<td>T</td>
<td>8</td>
</tr>
<tr>
<td>L</td>
<td>F</td>
<td>G</td>
<td>J</td>
<td>T</td>
<td>9</td>
</tr>
<tr>
<td>M</td>
<td>G</td>
<td>H</td>
<td>K</td>
<td>T</td>
<td>10</td>
</tr>
<tr>
<td>N</td>
<td>H</td>
<td>I</td>
<td>L</td>
<td>T</td>
<td>11</td>
</tr>
<tr>
<td>O</td>
<td>I</td>
<td>J</td>
<td>M</td>
<td>T</td>
<td>12</td>
</tr>
<tr>
<td>P</td>
<td>J</td>
<td>K</td>
<td>N</td>
<td>T</td>
<td>13</td>
</tr>
<tr>
<td>Q</td>
<td>K</td>
<td>L</td>
<td>O</td>
<td>T</td>
<td>14</td>
</tr>
<tr>
<td>R</td>
<td>L</td>
<td>M</td>
<td>P</td>
<td>T</td>
<td>15</td>
</tr>
<tr>
<td>S</td>
<td>M</td>
<td>N</td>
<td>Q</td>
<td>T</td>
<td>16</td>
</tr>
<tr>
<td>T</td>
<td>N</td>
<td>O</td>
<td>R</td>
<td>T</td>
<td>17</td>
</tr>
<tr>
<td>U</td>
<td>O</td>
<td>P</td>
<td>S</td>
<td>T</td>
<td>18</td>
</tr>
<tr>
<td>V</td>
<td>P</td>
<td>Q</td>
<td>T</td>
<td>19</td>
<td>0.90</td>
</tr>
<tr>
<td>W</td>
<td>Q</td>
<td>R</td>
<td>T</td>
<td>20</td>
<td>0.90</td>
</tr>
<tr>
<td>X</td>
<td>R</td>
<td>S</td>
<td>T</td>
<td>21</td>
<td>0.90</td>
</tr>
<tr>
<td>Y</td>
<td>S</td>
<td>T</td>
<td>22</td>
<td>0.90</td>
<td>0.05</td>
</tr>
<tr>
<td>Z</td>
<td>T</td>
<td>23</td>
<td>0.90</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II

**Expected running time (ERT in number of function evaluations) divided by the respective best ERT measured during BBOB-2009 in dimension 10. The ERT and in braces, as dispersion measures, the half difference between 90- and 10%-tile of bootstrapped run lengths appear for each algorithm and target, the corresponding best ERT in the first row. The different target δ-values are shown in the top row. ** succ is the number of trials that reached the (final) target f_{opt} + 10^{-8}. The median number of conducted function evaluations is additionally given in italics, if the target in the last column was never reached. Entries, succeeded by a star, are statistically significantly better (according to the rank-sum test) when compared to all other algorithms of the table, with p < 0.05 or p = 10^{-6} when the number k following the star is larger than 1, with Bonferroni correction for the number of instances.**
<table>
<thead>
<tr>
<th>Δ_{opt}</th>
<th>l1</th>
<th>l0</th>
<th>e-1</th>
<th>e-2</th>
<th>e-3</th>
<th>e-5</th>
<th>e-7</th>
<th>#succ</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>43</td>
<td>43</td>
<td>43</td>
<td>43</td>
<td>43</td>
<td>43</td>
<td>0</td>
<td>15/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>9.2 (10)</td>
<td>10.3 (15)</td>
<td>15.2 (25)</td>
<td>25.2 (50)</td>
<td>34.2 (75)</td>
<td>45.2 (100)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>9.3 (14)</td>
<td>9.5 (18)</td>
<td>14.2 (23)</td>
<td>23.3 (35)</td>
<td>33.3 (42)</td>
<td>42.3 (55)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>9.3 (13)</td>
<td>9.2 (18)</td>
<td>13.8 (23)</td>
<td>23.8 (35)</td>
<td>33.8 (42)</td>
<td>42.8 (55)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Δ_{opt}</td>
<td>l1</td>
<td>l0</td>
<td>e-1</td>
<td>e-2</td>
<td>e-3</td>
<td>e-5</td>
<td>e-7</td>
<td>#succ</td>
</tr>
<tr>
<td>12</td>
<td>385</td>
<td>386</td>
<td>387</td>
<td>388</td>
<td>390</td>
<td>391</td>
<td>393</td>
<td>5/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>2.5 (340)</td>
<td>2.6 (350)</td>
<td>2.7 (370)</td>
<td>3.0 (390)</td>
<td>3.5 (420)</td>
<td>4.7 (550)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>5.4 (41)</td>
<td>2.1 (24)</td>
<td>2.4 (25)</td>
<td>2.9 (25)</td>
<td>3.5 (29)</td>
<td>4.6 (25)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>11.3 (94)</td>
<td>11.2 (94)</td>
<td>12.6 (94)</td>
<td>12.8 (94)</td>
<td>13.0 (94)</td>
<td>13.0 (94)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Δ_{opt}</td>
<td>l1</td>
<td>l0</td>
<td>e-1</td>
<td>e-2</td>
<td>e-3</td>
<td>e-5</td>
<td>e-7</td>
<td>#succ</td>
</tr>
<tr>
<td>13</td>
<td>5066</td>
<td>7626</td>
<td>7635</td>
<td>7637</td>
<td>7645</td>
<td>7646</td>
<td>7651</td>
<td>5/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>8.1 (105)</td>
<td>11.0 (15)</td>
<td>9.2 (75)</td>
<td>7.8 (105)</td>
<td>7.3 (15)</td>
<td>6.7 (105)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>8.4 (10)</td>
<td>9.1 (15)</td>
<td>7.8 (105)</td>
<td>7.4 (105)</td>
<td>6.8 (75)</td>
<td>6.8 (105)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>13.5 (94)</td>
<td>31.2 (26)</td>
<td>26.2 (20)</td>
<td>19.3 (15)</td>
<td>17.1 (15)</td>
<td>17.1 (15)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Δ_{opt}</td>
<td>l1</td>
<td>l0</td>
<td>e-1</td>
<td>e-2</td>
<td>e-3</td>
<td>e-5</td>
<td>e-7</td>
<td>#succ</td>
</tr>
<tr>
<td>14</td>
<td>7722</td>
<td>7628</td>
<td>7666</td>
<td>7666</td>
<td>7700</td>
<td>7758</td>
<td>1.6e5</td>
<td>5/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>12.3 (10)</td>
<td>7.5 (10)</td>
<td>3.4 (60)</td>
<td>2.6 (10)</td>
<td>2.3 (55)</td>
<td>2.5 (105)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>15.3 (15)</td>
<td>8.1 (60)</td>
<td>3.2 (60)</td>
<td>2.6 (60)</td>
<td>2.3 (60)</td>
<td>2.2 (60)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>22.3 (140)</td>
<td>115 (20)</td>
<td>43.1 (33)</td>
<td>33.0 (21)</td>
<td>24.3 (20)</td>
<td>20.0 (20)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Δ_{opt}</td>
<td>l1</td>
<td>l0</td>
<td>e-1</td>
<td>e-2</td>
<td>e-3</td>
<td>e-5</td>
<td>e-7</td>
<td>#succ</td>
</tr>
<tr>
<td>15</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>41</td>
<td>0</td>
<td>15/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>12.9 (15)</td>
<td>15.0 (15)</td>
<td>15.0 (15)</td>
<td>15.0 (15)</td>
<td>15.0 (15)</td>
<td>15.0 (15)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>13.3 (15)</td>
<td>13.3 (15)</td>
<td>14.0 (15)</td>
<td>15.2 (15)</td>
<td>18.3 (15)</td>
<td>18.3 (15)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>14.0 (15)</td>
<td>17.5 (10)</td>
<td>18.0 (10)</td>
<td>18.0 (10)</td>
<td>18.0 (10)</td>
<td>18.0 (10)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Δ_{opt}</td>
<td>l1</td>
<td>l0</td>
<td>e-1</td>
<td>e-2</td>
<td>e-3</td>
<td>e-5</td>
<td>e-7</td>
<td>#succ</td>
</tr>
<tr>
<td>16</td>
<td>1296</td>
<td>2343</td>
<td>3413</td>
<td>4255</td>
<td>5220</td>
<td>6728</td>
<td>8409</td>
<td>5/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>1.5 (15)</td>
<td>2.5 (10)</td>
<td>4.6 (12)</td>
<td>34.7 (20)</td>
<td>80.3 (20)</td>
<td>331.7 (100)</td>
<td>2/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>3.2 (44)</td>
<td>4.4 (50)</td>
<td>5.0 (50)</td>
<td>7.9 (21)</td>
<td>21.5 (80)</td>
<td>83.7 (324)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>7.7 (26)</td>
<td>52.0 (27)</td>
<td>52.0 (27)</td>
<td>51.2 (64)</td>
<td>135.9 (204)</td>
<td>352.3 (584)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Δ_{opt}</td>
<td>l1</td>
<td>l0</td>
<td>e-1</td>
<td>e-2</td>
<td>e-3</td>
<td>e-5</td>
<td>e-7</td>
<td>#succ</td>
</tr>
<tr>
<td>17</td>
<td>1351</td>
<td>4274</td>
<td>9503</td>
<td>16523</td>
<td>16524</td>
<td>16524</td>
<td>16999</td>
<td>5/15</td>
</tr>
<tr>
<td>CMSA</td>
<td>622.0 (40)</td>
<td>80.0 (40)</td>
<td>80.0 (40)</td>
<td>80.0 (40)</td>
<td>80.0 (40)</td>
<td>80.0 (40)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Thres</td>
<td>9.2 (8)</td>
<td>1.8 (4)</td>
<td>2.3 (4)</td>
<td>3.0 (4)</td>
<td>6.8 (6)</td>
<td>14.0 (18)</td>
<td>5/15</td>
<td></td>
</tr>
<tr>
<td>Diag</td>
<td>339.0 (8)</td>
<td>339.0 (8)</td>
<td>339.0 (8)</td>
<td>339.0 (8)</td>
<td>339.0 (8)</td>
<td>339.0 (8)</td>
<td>5/15</td>
<td></td>
</tr>
</tbody>
</table>

Additional references and notes are included at the end of the table for further reading and context.